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1 Introduction

1.1 Theoretical Background [1]

From elementary quantum mechanics, we know that a harmonic oscillator has
equally spaced energy levels:

Ek = (k + 1/2)~ω with k = 0, 1..... (1)

where h = ~/2π is Plancks constant and ω is the eigenfrequency of the oscillator.
Suppose that we have a system of N independent harmonic oscillators. Each
harmonic oscillator can emit a photon that can be absorbed immediately by
another oscillator. In this system the individual oscillators may have different
energies. A configuration of the system is given by (k1, k2, ..., kN ), where kn is
the state of oscillator n. The energy of oscillator n is denoted by E(n) = Ekn .
If the system is isolated, the total energy E is constant and is given by

ET = ET (k1, k2, ..., kN ) =

N∑
n=0

Ekn = E0 +

N∑
n=1

~ωkn = E0 + ε

N∑
n=0

kn (2)

with E0 = N~ω/2, i.e. the ground state energy of N oscillators and ε = ~ω
Note that in this exercise ε = 1 is set to 1, which means that the energy of

an oscillator can be 0, 1, 2, 3, ....
Entropy is computed by the following approximation via stirling’s formula

for big N (number of oscillators) and big nk (energy occupation number ):

lnW (n0, n1, ...nEt) = ln
N !

ΠEt

k=0

∼ lnN −N −
Et∑
k=0

(nk lnnk − nk) (3)

1.2 Program

Before solving the previous system analytically, we will explore it ”experi-
mentally” using a simple computer program. The computer program simu-
lates a system of N harmonic oscillators, each of which may have an energy
E(n) = 0, ~ω, 2~ω, .... For simplicity we have set the ground state energy equal
to zero and ~ω = 1. The total energy E and the number of oscillators N are
input for the program. One step in the simulation consists of selecting two dif-
ferent oscillators A and B at random. Next, the program attempts to increase
the energy of oscillator A by 1 and at the same time decrease the energy of B
by 1. If the energy of B becomes negative, the trial is rejected. We work in the
following with reduced units i.e. E∗

k = Ek−E0

ε with k = 0, 1, 2....
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2 Instructions

2.1 Install

To compile and install the program run the following commands:

$ cd T ut o r i a l 5 / CoupledHarmonicOsc i l lators
$ make

in the working directory you will find the compiled binary

$ CoupledHarmonicOsc i l lators

2.2 Usage

$ v i harmonic . arg

• @TotEnergy = The total energy,E∗, stored in the system.

• @oscillators = The number of oscillators N .

• @cycles = The number of cycles.

• @equilibration = equilibration steps.

• @CalcEntropy = set up the entropy calculation and the initial conditions.

– 0, no entropy calculation.

– 1, Entropy calculation. Energy is initially equally distributed among
all oscillators.

– 2, Entropy calculation. All energy packets are given to the first
oscillator.

The number of cycles is proportional to the number of times that an attempt
is made to transfer an energy package from one oscillator to another. A larger
number of cycles means more accurate results, but it also takes more computer
time. You will have to develop some sort of feeling for how many cycles are
needed to obtain results that are accurate enough, When you run the program
again using other values for the input parameters,the old output files are over-
written. The energy of the first oscillator is sampled during the simulation and
saved (in the form of a normalized frequency histogram).

To run the program:

$ \ . CoupledHarmonicOsc i l lators @f harmonic . arg > r e s u l t s . out

Two files will be generated :

$ h i s t . dat : Normalized histogram of the energy o f the f i r s t o s c i l l a t o r .
$ entropy . dat : Entropy vs c y c l e s .
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3 Exercises

1. Run the given computer program. Find out how they can be influenced
by changing N and E. Hint: do not take too many or too few oscillators
and take E/N not more than a few times

2. Make a histogram of P (k), the probability that a given oscillator has an
energy k. Determine by trial and error how many configurations must be
taken in order to have a reasonable signal to noise ratio in P (k). Is your
result influenced by the value of N?

3. Run the simulation for N = 5000 and E∗ = 5000. By plotting, verify
that P (k) depends exponentially on k and determine the fitting constant

β and Q in the equation P (k) = exp(−βεk)
Q . Do the same for a few choices

of E/N .

4. Compute the entropy for values of @CalcEntropy=1 and @CalcEntropy=2.
Explain your results. Check that the entropy is an extensive quantity.
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